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ABSTRACT
An interview for a job recruiting process requires applicants to
demonstrate their communication skills. Interviewees sometimes
become nervous about the interview because interviewees them-
selves do not know their assessed score. This study investigates
the relationship between the communication skill (CS) and the self-
efficacy level (SE) of interviewees through multimodal modeling.
We also clarify the difference between effective features in the pre-
diction of CS and SE labels. For this purpose, we collect a novel
multimodal job interview data corpus by using a job interview
agent system where users experience the interview using a virtual
reality head-mounted display (VR-HMD). The data corpus includes
annotations of CS by third-party experts and SE annotations by
the interviewees. The data corpus also includes various kinds of
multimodal data, including audio, biological (i.e., physiological),
gaze, and language data. We present two types of regression models,
linear regression and sequential-based regression models, to predict
CS, SE, and the gap (GA) between skill and self-efficacy. Finally, we
report that the model with acoustic, gaze, and linguistic features
has the best regression accuracy in CS prediction (correlation coeffi-
cient 𝑟 = 0.637). Furthermore, the regression model with biological
features achieves the best accuracy in SE prediction (𝑟 = 0.330).

CCS CONCEPTS
• Human-centered computing→ HCI theory, concepts and
models; • Computing methodologies → Discourse, dialogue and
pragmatics.
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1 INTRODUCTION
Interpersonal communication skills are required for successful com-
munication in our global and multicultural society. Accordingly,
these skills are essential to many areas of life, including educa-
tion, business management, and daily life. They are commonly
considered in determining a candidate’s compatibility during the
job recruiting process. According to previous social science research
[12], various types of skills, including nonverbal communication,
message production, reception skills, and functional abilities, such
as informing, explaining, arguing, and persuading, are required in
specific communication situations. Several studies have focused
on automatically assessing skills during job interviews using var-
ious features to develop automatic assessment models to predict
the scores assigned by human expert raters. Automatic job inter-
view systems support the hiring process in the human resource
department and social skill training systems that provide automatic
feedback. Hence, communication skill (CS) training systems are
important for educating students and young business people.

External experts are generally hired to assess communication
skill annotation for constructing automatic job interview systems.
Consequently, interviewees themselves do not know their assessed
score. Thus, even if an interviewee feels that an interview is suc-
cessful, the actual rating might have a low score. As a result, this
overestimation or underestimation of their skill level affects how
the interviewee responds to feedback comments received from the
interview training systems. This finding is considered to be useful
for interviewees if systems automatically detected anxious or low
self-efficacy user states during interviews [26].
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Self-efficacy is defined by Bandura [1] as “a person’s particular
set of beliefs that determine how well one can execute a plan of
action in prospective situations”. Due to its significant importance
in job search and interview processes, several theoretical models
have been proposed for self-efficacy [30, 50]. The person’s belief in
his efficacy could provide motivation, well-being, and numerous
benefits in daily life, including his job interview process [22, 32].
Moreover, self-efficacy could help people overcome failure because
they rely more on handling than worrying about it [1]. Conse-
quently, building self-efficacy is essential, and research has shown
a positive association between self-efficacy and feedback [1, 32, 57].

The automatic assessment of both the user’s skill level and self-
efficacy allows us to detect users with anxiety or low confidence.
Subsequently, the system helped interviewees (trainees) calibrate
discrepancies and gaps (GAs) between their skills and self-efficacy
level (SE). Accordingly, the automatic assessment system is benefi-
cial for generating adaptive feedback comments for users (e.g., a
job interview feedback system) [45]. The job interview feedback
system can provide more appropriate suggestions for users based
on GA estimation. For instance, in the case of highly skilled users
with low self-efficacy, the feedback system can suggest improv-
ing their self-efficacy, which could lead to a better impression or
encouragement in the actual job interview.

This study presents a computational analysis of the relation-
ship among multimodal features, the interviewee’s skill and the
interviewee’s self-efficacy in the interview setting by using linear
regression models and sequential deep neural regression models to
predict the CS, SE, and GA between actual skill and self-efficacy.
The benefit of this study on the employee’s side in the job interview
scenario is that it can be used to generate automatic evaluations
within the interview training feedback system in the job search
process. Meanwhile, on the employer’s side, the system can au-
tomate low-level interviews (e.g., first-round interviews) to save
time and reduce the blurring of ratings due to interviewer subjec-
tivity. To address this challenge, we use a virtual agent system [55]
with a virtual reality head-mounted display (VR-HMD) to collect a
novel multimodal data corpus during interviews. The data corpus
includes annotations of CS by third-party experts and SE by the
interviewees. The data corpus also includes various kinds of mul-
timodal data, including not only audio and language data, which
have been used in previous works but also biological data and gaze
data. Finally, we report the accuracy of the prediction model in
estimating skill, self-efficacy and the GA.

The contributions of this study are summarized as follows:
(1)Multimodal interviewdata corpus including self-efficacy

level and various types of nonverbal data: We develop a novel
multimodal data corpus including human (interviewee)-agent (in-
terviewer) interactions in a job interview training scenario. The
data corpus includes CS labels and SE labels, which are annotated
for each question-answer pair. Furthermore, the data corpus in-
cludes not only audio and language data but also biological data,
which are obtained with wristband-type sensors, and gaze data,
which are captured by eye trackers, to investigate the relation with
the SE. These various types of multimodal data allow us to analyze
the relationship among skill level, SE, and human behavior. The
details of annotations are described in Section 3.

(2) Multimodal modeling communication skill and self-
efficacy: Previous works have focused on predicting interview
CS and hireability with external expert annotations. In contrast,
we develop a computational model to estimate CS (third-party im-
pression) and SE, as well as the GA between skill and self-efficacy.
Feedback on this estimated GA can assist interviewees in determin-
ing their current skill level and calibrating their self-awareness. To
the best of our knowledge, this study is the first investigation of
multimodal features that display the skill, SE, and GA during job
interview training. We report the accuracy of predicting the CS, SE
and GA in Section 5.2.

(3) Analysis of the effectiveness of different features and
regression performances:Weanalyze the prediction performance
for each question and determine the question type for which the
skill, SE, and GA are predicted by the trained model with better or
worse accuracy in Section 6.2. In addition to the analysis for the
question type, we clarify the specific feature group for contributing
prediction tasks in Section 6.1.

2 RELATEDWORK
The research on CS estimation can be classified based on differ-
ent communication situations. Studies exist that focus on CS in
a monologue situation, including public speaking [3, 46, 56], and
social media [44]. Other directions for research studies include
modeling CS in dyadic interactions, including job interview set-
tings [38, 40], group interaction situations [20, 35, 43, 51], and
human-computer (including robot and virtual humans) interactions
[18, 52, 53]. Rasipuram et al. conducted a comprehensive survey of
recent research progress on CS assessment technology [48]. The
current research is related to the human-computer interaction in a
job interview setting; thus, we focus on introducing works related
to this topic in this section.

2.1 Automatic skill assessment
Nguyen et al. [40] extracted multimodality and interaction (re-
lational) features rather than single-modality features, which in-
cluded mutual gazing and speaking gestures that are predefined
manually, to infer expert-coded hireability scores. They also ana-
lyzed thin slices of these interviews and demonstrated that thin
slices were sufficient to predict the hireability scores [41]. Okada et
al. [42] proposed a co-occurrence event-mining framework to explic-
itly extract the intermodal and interperson features (e.g., speaking
with/without gestures) for multimodal dyadic data. The study also
reported that the framework improved the classification accuracy
of the hireability label on the data corpus in [40]. Naim et al. [37, 38]
proposed a model with verbal and nonverbal audio-visual features
for predicting job interview performance along with 16 different
social traits, such as excitement and engagement. Li et al. [31] pro-
posed a hierarchical coupled hidden Markov model to capture the
synchronization of the facial expressions of two participants to in-
fer conversation outcomes. The research shows that synchronized
nonverbal templates contribute to predicting negotiation outcomes.

Rasipuram et al. [47] automatically assessed the CS of partici-
pants using verbal and nonverbal behavioral cues in asynchronous
video interviews and face-to-face interviews. The study revealed
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that the assessment of CS could be performed with video inter-
views alone without human interviewers. Skanda et al. [36] pre-
sented a multimodal analysis for automatically assessing various
social variables, such as professional skills, social skills, commu-
nication skills, and overall impression in hospitality, using non-
verbal features. Chen et al. [5] automatically predicted the Big
Five dimensions along with the overall hiring recommendations
of participants giving video interviews. The automatic framework
involved the extraction of verbal and nonverbal multimodal behav-
ioral cues and manual annotation by experts. Subsequently, Chen
et al. [4] also conducted a study to automatically assess job inter-
view performance and oral presentation performance in monologue
video interviews. Hemamou et al. [15] collected a corpus of more
than 7000 candidates having asynchronous video job interviews for
real positions. They proposed a hierarchical attention model called
HireNet for predicting the hireability of candidates as evaluated by
recruiters.

2.2 The virtual agent and robot as a job
interviewer

CS assessment and training with a virtual agent are well studied.
For instance, My Automated Conversational Coach (MACH) is a
platform that provides social skills training with a virtual agent
[18]. Other virtual agent systems are also proposed for social skill
training [11, 52]. All these platforms provided a graphical represen-
tation by displaying sensing results of multimodal behaviors, and
the behavioral qualities must be improved. A virtual interviewer
should have interview techniques similar to those of a human inter-
viewer who can cope with nonverbal information. For that reason,
Sabouret et al. [49] developed a model that enables the virtual agent
to adapt its social attitude during the interaction with the user in
the context of a job interview. Meanwhile, Inoue et al. [19] devel-
oped an interview dialog system that generates follow-up questions
based on the speech recognition of the interviewee’s response.

2.3 The focus of this study
Most existing works have focused on automatically assessing im-
pression scores by external coders. In other words, they have not
focused on the self-reported inner state of interviewees, which has
been found to be beneficial for social skills training. A few works on
investigations of interviewees’ inner states are as follows. Kimani
et al. [26] focused on presenter anxiety in public speaking. They
presented a virtual coach that uses cognitive behavioral therapy
techniques to help presenters restructure irrational thoughts as-
sociated with public speaking anxiety and show the effectiveness
through subjective experiments.

Furthermore, Kimani et al. [25] also proposed a virtual agent sys-
tem to assist presenters in managing their anxiety in real time dur-
ing presentations. They evaluated the automated real-time frame-
work for detecting public speaking anxietywith the collected dataset.
Inspired by this research that analyzed the psychological aspect
of the job interview and public speaking setting, we investigate
the relationship between skill, self-efficacy, and GA through mul-
timodal regression modeling to predict each target. To the best
of our knowledge, this is a pioneering work in that it explicitly
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Figure 1: Overview of job interview agent system and multi-
modal modeling

investigates both skill scores and self-efficacy in a job interview
setting.

3 DATASET
In this study, we collected a novel Japanese interview dataset,
namely, the Multimodal Virtual Job Interview (MuViJI) corpus. This
dataset includes audio, eye gaze, language, and video data to ana-
lyze the skills and SE of interviewees. In Section 3.1, we describe
in detail the job interview agent system [55] used to develop the
dataset. In Sections 3.2 and 3.3, we describe the design and structure
of the dataset.

3.1 Job interview agent system
We developed a job interview system with multimodal sensing
modules by using the Unity developmental platform. The virtual
agent system was connected to a VR-HMD, namely, FOVE01, and
interviewees virtually experienced the interview in 3D space. Such
VR experiences are useful for providing realistic job interview ex-
periences. The interview system is shown in Fig. 1.

3.1.1 Implementation of embodied conversational agent. We as-
sumed that interviews with multiple interviewers were represen-
tative of a typical job interview situation. There were three inter-
viewer agents in our interview system. In the interview session,
only the male agent in the center spoke and asked questions.

Interview conversation: The agent asked each question based
on a predefined question list. Specific voice data and the intonation
of the agent were predefined for each question. A system operator
manually determined the initial timing of the agent’s utterance to
prevent errors in the voice activity detection (VAD) of the intervie-
wees. The development of a complete automatic dialogmanagement
module is a direction for future work. To implement natural con-
versation, a back-channel utterance (e.g., “Very well, now for our
next question...”) was inserted before the next question.

Synthesis of lip motion: To improve the reality of the virtual
agents in the proposed system, we also implemented a module to
synthesize speaking lip animations (lip-sync) for virtual agents in
real time using Oculus Lipsync Unity2. This module is not used on
the data collecting process in this study.
1FOVE Co., Ltd, Minato-ku, Tokyo, Japan, https://fove-inc.com/
2https://developer.oculus.com/downloads/package/oculus-lipsync-unity/
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3.1.2 Sensing environment. The proposed VR-HMD interview agent
system has a multimodal sensing module. To investigate the skills
and SE, we collected various types of multimodal data. First, clean
audio data were captured by using a headset microphone (Shure).
The participant’s voice was recorded as 16-kHz Waveform Audio
Format (WAV) files. Second, we recorded biological signals that
captured involuntary changes related to the participant’s inner
state and SE by using an Empatica E4 wristband (Empatica Inc.,
Cambridge, MA, USA). The biological signal data included the heart
rate (HR) and electrodermal activity (EDA) recorded with the E4
wristband. Third, we recorded the gaze data using an optical eye
tracker that is included in the VR-HMD (FOVE0). Gaze activity can
indicate nervous states in people [54].

3.2 Participants
The study included 41 participants (29 males and 12 females). The
participants’ ages ranged from 20 to 30 years. They were either
about to start or had experienced an actual job interview. The
recruited participants had fluent speaking Japanese proficiency
because the question list was developed based on a job interview
scenario in typical Japanese companies. The job interview scenario
was designed by Japanese experts who are well experienced as job
interviewers. A research ethics committee reviewed and approved
the collection of data and the corresponding research using this
dataset. The subjects agreed to the CS assessment and the exper-
imental design before participating in the experiment. After the
experiment, the subjects were asked to fill out a self-evaluation
questionnaire using a 7-point Likert scale to indicate their SE when
answering the 13 questions and during the overall interview. The 13
interview dialog questions are listed in Table 1. Each question was
carefully designed to prevent a simple one-question/one-answer
format and to ensure that each dialog could be evaluated as a sam-
ple. The content of the interview was created under the guidance of
professional career counselors based on typical first interviews at
various companies. Finally, 41 sessions of experimental data were
obtained, averaging about 13 minutes and 35 seconds per session.
The total video duration was approximately 9 hours and 16 minutes.

3.3 Annotations
The CS were annotated by expert coders, and the SE was annotated
by interviewees themselves. The annotations are summarized in
Table 2. In addition to the CS and SE, we analyzed the GA between
the skill and self-efficacy. The skill and self-efficacy were annotated
for each pair of questions and answers in each interview session.
Because we collected 13 question-answers during 41 interview
sessions, our dataset included a total of 533 samples (13 × 41) with
annotations. The data distribution of the three annotation labels is
shown in Fig. 2.

The Pearson correlation coefficient between the CS and the SE
was 𝑟 = 0.124; coefficients with a magnitude of less than 0.3 have
little if any correlation.

This means that the skill level (CS) annotated by the experts
deviates from self-efficacy (SE). From these results, we analyzed
the differences in CS, SE, and GA by using multimodal features.

Communication skill: We asked two expert job interview
trainers to assess the skills, and the two expert coders annotated

Table 1: Overview of the 13 questions used in the experiment.

ID Summary of Questions
1 Could you introduce yourself in a duration of approxi-

mately 1 minute?
2 What did you put the most effort into during your college

years ?
3 What have been your difficulties or challenges ?

and how did you overcome them ?
4 What academic topic do you research at the university ?
5 Could you explain what you consider important in select-

ing your job ?
6 What industry would like to work in ?,

and why did you want to work in the industry ?
7 What is your first choice of company ?,

and why do you want to work for the company?
8 What type of job would you like to engage in at the com-

pany?
What do you want to engage in on the job ?

9 Could you explain your strengths and the reason for them
based on your own experience ?

10 Could you explain your weakness and the reason for them
based on your own experience ?

11 How do people around you evaluate you and your person-
ality ?,
and could you explain the evidence ?

12 What role do you most often play in collaborative work ?,
and could you explain the reason and any memorable
episodes in your experience ?

13 What do you consider important in your interpersonal
relationships ?

Figure 2: Data distribution

the CS. The two expert coders had more than 10 years of experience
in training university students in job interview training programs.
Verbal and nonverbal skills are both required for successful job
interviews, and these skills are composed of four items, including
engagement, voice, vocabulary, and logic, which are defined
in Table 2. The overall skill level (Total) was assessed based on
the scores of the four indices, and we set the average of the total
skill score by the two experts as the target variable in our machine
learning model. The skill levels of each index were evaluated using
a 7-point Likert scale.

We calculated the agreement between the two coders for CS
labels using Krippendorff’s alpha (𝛼𝑘 ) [28] and Cronbach’s alpha
(𝛼𝑐 ) in Table 3. The agreement values of 𝛼𝑘 and 𝛼𝑐 were more
than 0.874 and 0.745, respectively. According to [6], 𝛼𝑐 > 0.8 is
acceptable as an agreement level; thus, the score (𝛼𝑐 > 0.874)
denotes acceptable agreement.

Self-efficacy: We asked the participants to score their self-
efficacy in answering each question in a postinterview session.
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Table 2: Annotations for communication skills and self-
efficacy.

Engagement Interviewee responded to questions in a posi-
tive manner.

Voice Interviewee spoke fluently
with appropriate voice volume and speaking
speed.

Vocabulary Interviewee explains her (his) opinion with
sufficient vocabulary.

Logic Interviewee answered the question in a logical
manner.

Total Interviewee has sufficient communication
skills.
(Overall score by considering scale scores of
engagement, voice, vocabulary and logic )

Self-efficacy Rate your degree of confidence in answering
each interview question.

Table 3: Agreement between annotators for communication
skills’ label (𝛼𝑐 and 𝛼𝑘 denote Krippendorff’s alpha and Cron-
bach’s alpha, respectively.)

Item 𝛼𝑐 𝛼𝑘
Engagement 0.903 0.785
Voice 0.905 0.815
Vocabulary 0.923 0.848
Logical 0.942 0.858
Total 0.874 0.745

Self-efficacy indicates their belief in their capabilities in answering
a question during the interview. Depending upon the task, there
are numerous ways to assess self-efficacy. For instance, the General
Self-Efficacy Scale (GSES) by Bandura [2] aims to assess self-efficacy
based on four primary sources, including mastery experience, so-
cial modeling, social persuasion, and psychological responses. Prior
research has used a traditional 0–100 scale or a Likert scale to as-
sess self-efficacy. However, the study of Maurer and Andrews [34]
shows that traditional, Likert, and even simplified scales for self-
efficacy are strongly related, valid, and reliable with an adequate
number of participants and purposes. Our purpose in this research
is to obtain the participants’ belief that they can perform well in
answering an interview question (a high-level task). Accordingly, a
7-scale rating system of more than 35 participants is considerably
adequate for this study [34]. The 7-scale self-efficacy rating that we
utilized ranges from 1 (cannot do at all) to 7 (highly certain can do).

Gap between skill and self-efficacy: In the job interview sce-
nario, subjects might tend to overestimate or underestimate their
skills (a kind of cognitive bias). Cultural background has signifi-
cant influences on confidence and self-efficacy [7, 33]. For instance,
Heine [13, 14] found that individuals from East Asian, including
Japanese, tend to underestimate or show hesitation in their skill
level (low self-efficacy). Since this study utilized a Japanese job
interview dataset, the GA between skill 𝑦1 and self-efficacy 𝑦2 of
each interviewee was expected (we name it the "gap" 𝑦3 in the

following sections). Estimating the GA can further help the job
interview feedback system provide more appropriate suggestions
for promoting self-efficacy, such as through encouragement. We
developed a prediction model of the GA that is capable of detecting
the specific question-answer pair in which interviewees have over-
estimated or underestimated self-efficacy. To calculate the gap 𝑦3,
we normalized 𝑦1 and 𝑦2 of all samples such that 𝑦1 and 𝑦2 have a
zero mean and one standard deviation (z score method). Next, we
calculated 𝑦3 as 𝑦3 = 𝑦∗1 − 𝑦∗2 .

4 METHODS
The objective of this study is to investigate the relationship among
multimodal features, skill, self-efficacy, and GA. To accomplish this
objective, we developed multimodal regression models to predict la-
bels including (𝑦1) the CS, (𝑦2) the SE, and (𝑦3) the GA between (𝑦∗1)
and (𝑦∗2). By evaluating the regression accuracy of the trained mod-
els and the ablation test of each modality group, we can investigate
effective multimodal features for predicting these labels.

4.1 Multimodal feature extraction
To develop regression models for predicting the CS and SE, we
extracted both nonverbal features, such as acoustic features, bio-
logical features, and gaze features, and linguistic features, such as
word-level features, based on the spoken utterances of the inter-
viewees. Table 4 shows the summary of the extracted multimodal
features in several subgroups. As preprocessing, we normalized all
features using z score normalization so that the mean became 0 and
the standard deviation became 1 for all samples.

4.1.1 Acoustic feature extraction. OpenSMILE [10] was used to
extract acoustic features. The “eGeMAPS” was used as the configu-
ration file for the extracted features [9]. These acoustic features are
often used as minimalistic standard features for speech analysis.
The extracted acoustic features are comprised of frequency-related
parameters, energy-related parameters, spectral parameters, tempo-
ral features, and some extended parameters. The acoustic features
of each frame were calculated, and the frames were shifted from a
frame width of 60 ms with a sliding width of 10 ms. Then, statistics,
such as the averages, were calculated between frames, resulting
in a total of 88 dimensions. The summary of acoustic features is
shown in Table 4.

4.1.2 Biological feature extraction. The biological features were
extracted with the same procedure discussed in [23, 24]. In brief,
the skin conductance (SC) signals recorded using the E4 wristband
were decomposed into a tonic component (SC level) and phasic
component. The tonic component was calculated by fitting the SC
signals with a polynomial degree of 10, and the phasic component
was calculated as the difference between the tonic component and
the SC signal. PeakUtils3 was used to detect the galvanic skin re-
sponse (GSR) with an amplitude threshold of 0.3. The statistics of
the SC signal and HR data for each question, such as the mean, stan-
dard deviation, and skewness, were calculated. Overall, 27 features
were extracted as the biological features for each question.

3https://pypi.org/project/PeakUtils/
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4.1.3 Gaze feature extraction. The gaze feature extraction pro-
cess yielded a total of 18-dimensional feature values, including the
mean and variance values of the 𝑥 (right/left), 𝑦 (up/down), and
𝑧 (back/front) axes in the gaze direction of both the left and right
eyes, which were obtained with FOVE0. In addition, we calculated
the time length while the user looked at the agent’s head and body.
These values were normalized by the question duration so that a
two-dimensional feature was obtained. Consequently, we obtained
a total of 20-dimensional features as gaze features.

4.1.4 Linguistic feature extraction. We used the Speech-to-Text Ap-
plication Programming Interface (API) of the Google Cloud Platform
to obtain speech recognition results from the WAV files collected
during the experiment. Based on these speech data, linguistic fea-
tures were obtained using the methods. The extracted linguistic
feature has a total of 780 dimensions.

Part-of-speech (PoS) and polarity features: The text was
segmented into words using the Japanese morphological analysis
tool MeCab [29]. The linguistic features extracted from each par-
ticipant’s utterances included the word frequencies (the number
of words, nouns, proper nouns, verbs, conjunctions, adjectives, ad-
verbs, interjection, and fillers) based on the word PoS frequencies.
The polarities of each participant’s utterances (positive, negative,
or neutral) were analyzed using OSETI4, which is a Japanese sen-
timent analyzer based on a sentiment polarity dictionary [16, 27].
The polarities were used to evaluate the participants’ utterances,
and the polarity score [-1, 1] and the number of positive and nega-
tive words were used as features. The total number of dimensions
was 12.

Bidirectional encoder representations from transformers
(BERT): BERT is a language representationmodel that has achieved
state-of-the-art performance on various natural language process-
ing (NLP) tasks [8]. We used the pretrained Japanese BERT model 5.
We also used this model for extracting BERT features. The speech
sequences were first tokenized by MeCab and split into subwords
with the WordPiece algorithm. Next, the activations were extracted
from the second-to-last hidden layer of the BERT model, and the
sequence was represented by average pooling, resulting in a single
vector with a length of 768, as described in [8]. This vector was
used as one group of linguistic features for the regression model.

4.2 Regression models
We prepared two types of regression models for training the col-
lected dataset for question-answer (QA) pairs.

4.2.1 Linear regression models. In the first approach, we regarded
13 samples (corresponding to 13 QAs) observed from an interviewee
as 13 independent samples, and we trained the independent samples
using three typical linear models. As typical models, we used three
regression models: ridge regression, least absolute shrinkage and
selection operator (Lasso) regression, and support vector regression
(SVR) for the regression task. The source of QA types is important
information from which each sample is obtained. To make models
distinguish specific features for each question type, we modeled the
question sequence by concatenating the one-hot vector encoding

4https://github.com/ikegami-yukino/oseti
5https://github.com/cl-tohoku/bert-japanese

Table 4: Summary of Multimodal Features.

Modality Group Name Description

Acoustic (A)

A1_Freq Frequency-related parameters
A2_Energy Energy/amplitude-related parameters
A3_Spectral Spectral (balance) parameters
A4_Temporal Temporal features
A5_Extended Extended parameter set

Biological (B) B1_EDA Statistics from the SC signal and GSR number
B2_HR Statistics from the HR data

Gaze (G) G1_Dir Statistics of eye movement on the x-, y-, and
z-axes

G2_Count The frequency when the user looked at the
interview agents

Linguistic (L)

L1_BERT Activation of hidden units of BERT
L2_PoS Word frequencies, such as number of nouns

L3_Polarity Polarity score ranges [-1,1]
based on the number of positive/negative
words

Figure 3: LSTM-basedmodel architecture for communication
skill (CS), self-efficacy level (SE), and gap (GA) prediction.
The dashed line in the backward arrows shows the case when
BiLSTM model is used.

of the question type to feature vectors. Subsequently, we trained
the linear models with the concatenated feature vector.

4.2.2 Sequential models. In the second approach, we regarded 13
samples (corresponding to 13 QAs) observed from an interviewee as
13 sequence samples obtained from time-series QAs.We constructed
sequential models for predicting the CS and SE. The sequential
models are constructed based on long short-term memory (LSTM)
models. Fig. 3 shows an illustration of our LSTM-based prediction
model. These models should mimic the job interview question-
answer process because the question-answer sequence is reflected
in the LSTM sequence. Hence, we may obtain more information
from earlier or later question-answer pairs to precisely predict the
skill and SE of the present QA pair. Additionally, we compared
the unidirectional and bidirectional LSTM (BiLSTM) models in
the experiments. We considered BiLSTM because BiLSTM is an
extended LSTM that enables the model to learn sequential patterns
from both directions (backward and forward). In a job interview
scenario, we predicted that the context in both the past and future
would influence the skill and SE of each interviewee.
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Table 5: Comparison of the best prediction accuracy among
regression models (CS, SE, GA denote communication skill,
self-efficacy level, and gap, respectively. )

Lasso Ridge SVR LSTM BiLSTMTarget r RMSE r RMSE r RMSE r RMSE r RMSE

CS 0.492 0.930 0.569 0.859 0.394 1.318 0.601 0.846 0.637 0.808
A+L A+G+L A+G A+G+L A+G+L

SE 0.295 1.580 0.169 1.641 0.211 1.779 0.296 1.638 0.330 1.596
A+B A+B+L A+G+L A+B+L B

GA 0.386 1.255 0.277 1.282 0.273 1.464 0.354 1.353 0.385 1.283
A+L L B+G+L B+L A+L

5 EXPERIMENTS
5.1 Experimental setting
5.1.1 Hyperparameter settings and evaluation. The Lasso param-
eter in the Lasso regression model was optimized using a 5-fold
cross-validation scheme, with the alpha parameter values selected
from [0.001, 0.01, 0.1, 1, 10, 100]. The ridge parameter in the ridge
regression model was optimized using a 3-fold-cross-validation
scheme, with the alpha parameter values selected from [0.001, 0.01,
0.1, 1, 10, 100]. The parameters of the linear SVR were optimized
similarly using a nested cross-validation scheme, with the C and
epsilon parameter values selected from [0.001, 0.01, 0.1, 1, 10, 100].

For the LSTM-based models, we utilized the adaptive moment
estimation (Adam) stochastic optimizer with the mean square error
(MSE) as the loss function. Instead of using specific time-step input
data, we modified the time step as the question-answer sequence,
resulting in a length of thirteen time steps. Furthermore, we con-
trolled the parameters to improve the estimation results, such as
the number of LSTM units 𝑁𝐿𝑆𝑇𝑀 = 20, and the batch size was set
to 16. In the experiments, we used pipelining to determine which
number of epochs led to the best performance, with a range at
𝑁𝑒𝑝𝑜𝑐ℎ𝑠 = {100, 150, 200, 250}.

To evaluate the regression performance, we used the Pearson
correlation coefficient (𝑟 ) and root mean square error (𝑅𝑀𝑆𝐸) as
performance criteria. In the experiments presented below, we used
leave-one person (interviewee)-out cross-validation and report the
average performance (𝑟 and 𝑅𝑀𝑆𝐸) over all folds.

5.2 Results
In this section, we discuss the prediction results for all multimodal
combinations of the four modalities (Acoustic (A), Biological (B),
Gaze (G), Linguistic (L)). We show the comparison of regression
accuracy in Table 5 and Table 6 for CS, SE, andGA. In some cases, the
correlation coefficients were negative values (𝑟 < 0), which means
that the ordinal relationship of the target score among samples
could not be modeled well. We filled 𝑟 = 0.000 in such failure
cases of the regression modeling, as shown in Table 6. We mainly
discuss the regression performance with correlation coefficients
𝑟 by considering that the comparison of ordinal relationships is
important to compare the CS, SE, and GA levels.

Table 5 shows the comparison of the best prediction accuracy
among regression models. We discuss the best regression model for
each prediction task and analyze the effectiveness of multimodal
fusion in the best regression model by correlation (𝑟 ). According
to Table 5, the best and the second-best models for CS were BiL-
STM (𝑟 = 0.637) and LSTM (𝑟 = 0.601), respectively. The best and
the second-best model in correlation 𝑟 for SE were also BiLSTM
(𝑟 = 0.330) and LSTM (𝑟 = 0.296), respectively. The best and the

second-best model in correlation 𝑟 for GA were Lasso (𝑟 = 0.386)
and BiLSTM (𝑟 = 0.385), respectively. From these results, LSTM-
based sequence models are suitable for the prediction of CS and SE.
However, Lasso regression is suitable for the prediction of GA. In
the following sections, we analyze the relationship between pre-
diction accuracy and multimodal or unimodal features in the best
models. Table 6 shows the prediction accuracy obtained by the best
sequential model and the best linear model in Table 5.

5.2.1 Prediction accuracy of communication skill. According to the
comparison of unimodal models in Table 6 for CS (columns 3-6), in
both the BiLSTM and ridge models, acoustic and linguistic features
are effective in improving the accuracy in the four modalities. In
particular, the linear regression model (ridge) outperformed BiL-
STM in cases using acoustic features (𝑟 = 0.502) and linguistic
features (𝑟 = 0.450). The linguistic usage of interviewees can dis-
play CS. The effectiveness of the linguistic features in estimating
user’s internal states is coincident with studies such as [17]. In the
comparison of multimodal models (modals 2, 3, and 4 in Table 6),
the BiLSTM model with A+G+L had the best accuracy (𝑟 = 0.637)
for the prediction of CS. Ridge regression also achieved the best
accuracy (𝑟 = 0.569) with equal multimodal features: A+G+L.

These results show that acoustic and gaze features effectively
fuse with linguistic features. This finding is aligned with prior work
that concluded that acoustic and linguistic features are effective
in predicting skill [15]. Although annotators cannot observe eye
movement of interviewees with VR-HMD, the results indicate that
gaze activity in HMD is related to the skill. Hence, sensing gaze
activity can effectively improve the skill in an interview setting
with VR-HMD.

5.2.2 Prediction accuracy of self-efficacy. According to Table 6, the
BiLSTMmodel with B had the best correlation (𝑟 = 0.330) for the SE.
In the results of the Lasso regression model, the multimodal model
(A+B) achieved the best correlation (𝑟 = 0.295). As a common effec-
tive modality, the biological feature set is most effective. Conversely,
linguistic features are relatively ineffective, so the best feature set
differs significantly from the CS. In particular, the best unimodal
model was BiLSTM with the biological feature set (𝑟 = 0.330).

5.2.3 Prediction accuracy of the gap. According to the comparison
of unimodal models in Table 6 for GA (columns 11-14), acoustic and
linguistic features are effective in improving the accuracy in four
modalities; i.e., the best correlation was achieved with A (Lasso:𝑟 =
0.355, BiLSTM:𝑟 = 0.286), and the second-best correlation was
obtained with L (Lasso:𝑟 = 0.140, BiLSTM:𝑟 = 0.224). The results
that A and L are effective are aligned with the results for CS. In
the comparison of multimodal models, the Lasso model trained by
the multimodal feature set A+L has the best accuracy (𝑟 = 0.386)
for GA. In addition to Lasso, the best accuracy of BiLSTM is also
consistently achieved with A+L (𝑟 = 0.385). GA can be predicted
using acoustic and linguistic features, so the result is similar to that
of CS.

6 DISCUSSION
In this section, we discuss the effective feature groups using ablation
tests in Section 6.1, the prediction accuracy for questions in Section
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Table 6: Prediction accuracy of unimodal and multimodal models (The results are obtained by the best ML methods in Table 5.)
Target prediction CS SE GA

Modality Linear (Ridge) Sequential (BiLSTM) Linear (Lasso) Sequential (BiLSTM) Linear (Lasso) Sequential (BiLSTM)
r RMSE r RMSE r RMSE r RMSE r RMSE r RMSE

4 modals A+B+G+L 0.562 0.866 0.583 0.864 0.166 1.682 0.117 1.782 0.285 1.345 0.327 1.312

3 modals

A+B+G 0.471 0.987 0.351 1.540 0.161 1.706 0.125 2.288 0.247 1.383 0.186 1.387
A+B+L 0.537 0.884 0.523 0.910 0.267 1.608 0.207 1.722 0.375 1.267 0.339 1.323
A+G+L 0.569 0.859 0.637 0.808 0.145 1.692 0.106 1.853 0.298 1.327 0.288 1.350
B+G+L 0.435 0.941 0.394 1.029 0.710 1.595 0.033 1.881 0.061 1.340 0.339 1.307

2 modals

A+B 0.487 0.975 0.302 1.360 0.295 1.580 0.184 2.143 0.345 1.297 0.217 1.371
A+G 0.501 0.947 0.317 1.741 0.147 1.704 0.118 2.348 0.246 1.377 0.078 1.469
A+L 0.545 0.877 0.534 0.898 0.279 1.581 0.210 1.717 0.386 1.255 0.385 1.283
B+G 0.000 1.091 0.000 1.356 0.000 1.595 0.087 1.962 0.000 1.371 0.003 1.555
B+L 0.454 0.926 0.000 1.213 0.000 1.595 0.148 1.789 0.061 1.335 0.228 1.425
G+L 0.432 0.941 0.403 1.016 0.000 1.622 0.000 2.084 0.011 1.366 0.231 1.487

unimodal

A 0.502 0.954 0.263 1.511 0.290 1.575 0.172 2.262 0.355 1.286 0.286 1.331
B 0.000 1.055 0.000 1.205 0.000 1.595 0.330 1.596 0.000 1.344 0.145 1.430
G 0.000 1.114 0.023 1.447 0.000 1.763 0.000 2.269 0.000 1.408 0.000 1.623
L 0.450 0.926 0.423 1.003 0.000 1.596 0.029 1.915 0.140 1.359 0.224 1.457

(a) Ablation Test for Predicting CS

(b) Ablation Test
for Predicting SE

(c) Ablation Test for Predicting GA

Figure 4: Results of Ablation Test. The most right bars show
the baseline (the best prediction) model of each target predic-
tion. The rest bars show the prediction results by excluding
a specific feature group (as shown in Table 4)

6.2, and the impact of biological and gaze features on prediction
tasks of CS and SE in Section 6.3.

6.1 Feature analysis with ablation test
In the ablation test, the regression model was trained using multi-
modal features by removing features of a specific feature group, and
it was evaluated using the Pearson correlation coefficient (𝑟 ). We
analyzed the contribution of each feature group (as shown in Table
4) in the best model to predict the three targets using ablation tests.
The contribution of the feature group was identified by comparing
the classification accuracy of the best model with the accuracy of
feature sets that exclude that specific feature group.

The excluded feature set was considered effective if the accu-
racy (correlation coefficient) was degraded. On the other hand, the

excluded feature set was considered unnecessary if the accuracy
improved. Fig. 4 shows the regression accuracies of the model that
excludes specific features for CS, SE, and GA. In these tables, 𝑟
denotes the accuracy (correlation coefficient) of the prediction in
the test data.

Communication skill: The experimental results show that CS
was the best predicted by the BiLSTM model with the feature set
of A+G+L. The results of the ablation test in Fig. 4a show that the
BERT-based feature (L1) in linguistic features is the most effective
group in the prediction of CS. Compared to the model that used
every feature, the model without L1 dropped its score (𝑟 ) by 0.305.
The next most influential feature group was the PoS group (L2),
suggesting that features related to language were significant. There
was no significant difference between the groups of features related
to acoustics and gaze. Nevertheless, in light of the results for Table
6, it is possible to consider that those acoustic features contributed
more than gaze features.

Self-efficacy: The results of the ablation test are summarized
in Fig. 4b. We set a baseline as the BiLSTM model with feature B,
which was the best predictor of SE in the experimental results. The
ablation test shows that two feature groups composed of B (B1 and
B2) contribute almost equally to the SE prediction. Combining both
B1 and B2 can improve the prediction (from 𝑟 ≈ 0.2 to 𝑟 = 0.330).
The results suggest that features related to biological features are
important.

Gap between skill and self-efficacy: The experimental results
show that the Lasso regression model using feature A+L had the
best GA accuracy. The results of the ablation test in Fig. 4c show
that the temporal feature (A4) and extended feature (A5) in acoustic
features are the most effective group in the prediction of SE. The
difference in 𝑟 between these models and the model with A+L is
approximately 0.19. Fig. 4b and Fig. 4c show that linguistic features
do not contribute to the prediction of SE and GA.
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Figure 5: Prediction for question

6.2 Analysis of question type with better
accuracy

We analyzed specific question types to determine which models
achieved better accuracy. To develop an interview training sys-
tem with detailed feedback comments, the results of the question
analysis need to help interviewees understand which QAs were
successful or failed. Fig. 5 shows the regression results for each
question type on the best models in Table 6. Samples obtained in
Question 1 (Self-introduction) were predicted with the highest ac-
curacy in all samples for the CS (𝑟 = 0.749). Samples obtained in
Question 5 (about the axis of job selection) were predicted with the
highest accuracy in all samples for SE (𝑟 = 0.529). On the prediction
task of the GA, the samples in Questions 5 and 13 (about the value
of the interpersonal relationship) were predicted with the highest
accuracy (𝑟 = 0.497). Although CS was predicted in all questions
with better accuracy than 0.484, the regression accuracy of SE in
Question 9 (about strength), 12 (about the role in a team), and 13
was relatively low (𝑟 is smaller than 0.179). These results imply that
it was difficult to predict the SE for questions about relationships
with others.

6.3 Impact of gaze and biological features
To investigate the skill judged by external experts and self-reported
self-efficacy, we extracted gaze features and biological features.
Although it has been found that gaze features [39] and biological
features [24] are effective in social signal processing tasks, the effect
of gaze and biological features in a job interview setting has not
been well studied. As implied in Section 5.2.1, the gaze feature was
effective in the multimodal model for predicting the CS. In the
result of CS in Table 6, the difference between 𝑟 = 0.637 of the best
BiLSTM model with A+G+L for CS and 𝑟 = 0.534 of the BiLSTM
model withA+L (without G)wasmore than 0.1. The result shows the
effectiveness of gaze features. Although annotators cannot observe
eye movement of interviewees with VR-HMD, the results indicate
that gaze activity in HMD is related to the skill. Hence, sensing gaze
activity can effectively improve the skill in an interview setting
with VR-HMD. In particular, biological features are effective for the
prediction of the SE. The best unimodal model was BiLSTM with B
(𝑟 = 0.330). SE was self-reported, and it is not always displayed from
observable features such as linguistic features. On the other hand,
the biological feature set potentially detects emotional changes by
capturing biological changes derived from the autonomic nervous
system (ANS). Since the ANS is involuntary, it cannot be controlled
consciously. Such findings can partially explain why biological
features were effective in predicting SE. These findings conclude
that gaze and biological features are useful for analyzing CS and
SE.

6.4 Limitation and Future Work
An important direction for future works is to explore appropriate
feedback methods by using the estimated results of CS, SE, and GA.
We plan to develop a job interview training system to validate the
effect of the feedback based on estimated CS, SE, and GA on the
interview training. A more detailed SE assessment is also worth
exploring to provide a more appropriate reference for the feedback
system. According to the review [21] for the effectiveness of virtual
reality techniques with HMDs in education settings, many stud-
ies showed there are many situations where HMDs are useful for
skills acquisition, including cognitive skills related to remembering
and understanding spatial and visual information and knowledge;
and affective skills related to controlling participant’s emotional
response to stressful or difficult situations. From these findings,
we utilized the VR technique with HMD for acquiring communi-
cation skills on job interviewing. However, we did not investigate
the difference in influence on user experience between the VR and
an actual interview environment, so a crucial future work is to
investigate influences on the data collection and machine learning
process by conducting experiments on the VR environment.

The second direction for future works is to enhance the auto-
matic assessment model by collecting more large-scale datasets. We
believe that the 41 interview data sessions that we collected from a
graduate school were sufficient for achieving the purpose of this
work. However, a more diverse data corpus is expected for future
works. We plan to recruit participants from numerous universities
that majored in various kinds of fields (e.g., economics, business,
engineering and science).

7 CONCLUSION
This study presented a multimodal analysis to estimate the CS, SE
of interviewees, and GA. Through regression modeling, we found
that the effective features are significantly different among CS, SE,
and GA. For CS, the BiLSTM model with acoustic, linguistic, and
gaze features yielded the best regression accuracy (correlation co-
efficient 𝑟 = 0.637). Meanwhile, for SE, the BiLSTM model with
biological features achieved the best accuracy in SE (𝑟 = 0.330).
For GA, the Lasso model with acoustic and linguistic features ob-
tained the best accuracy (𝑟 = 0.386). The results denote important
findings that observable features, including acoustic and linguistic
features, displayed CS assessed by external coders, and conversely
(non-observable) biological features can capture self-reported self-
efficacy. Appropriate feedback methods using the estimated results
of CS, SE, and GA can be useful for developing a job interview
training system. As future work, we explored the solution of the
remaining issues in Section 6.4.
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